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Have data in target and non-target L: {mono-LM + in-L} OR {multi-LM + all-L}?
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Auxiliaries Experiments

- How about in-domain 
but out-L data?  
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- How to choose? With FT-data from 
multiple languages available, {multi-LM 
+ all-L} wins in general (especially when 
considering the cost)
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- Add Hard Negatives? Yes!
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Avg. MRR@10 on Mr. TYDI - in-domain in-L data is good  ofc! 
- Does the multilingual pFT data 

still helpful when in-domain data 
available? Not Really! 

- How about multilingual in-
domain data? Still Helpful!

- Pre-FT on single or multiple L? 
in-L single > out-L multiple > out-L single
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FT
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in-lang Cont. PT

Distill from Cross-Encoder (MS)

pFT on MS MARCO

pFT on mMARCO

Distill from Cross-Encoder (MS)

- Distillation? Yes!

Avg. MRR@10 on Mr. TYDI

Paper Link

- Enhanced Language knowledge 
before FT all becomes not helpful 
when in-domain in-L data is available. 
(e.g. Cont. PT, mMARCO)


